
Tyler M. Berzin MD, MS, FASGE, FACG
Director, Advanced Endoscopy Fellowship

Associate Professor of Medicine
Beth Israel Deaconess Medical Center

Harvard Medical School

2025 What’s New in GI Symposium

Navigating the ’Jagged Edge’ of 
Artificial Intelligence in Gastroenterology

tberzin@bidmc.harvard.edu @tberzin



Tyler M. Berzin MD, MS, FASGE, FACG
Director, Advanced Endoscopy Fellowship

Associate Professor of Medicine
Beth Israel Deaconess Medical Center

Harvard Medical School

tberzin@bidmc.harvard.edu @tberzin

Topics we will explore today:

1. Basic AI terminology
2. From robots to chatGPT: debunking some AI myths 
3. The sluggish adoption of AI polyp detection
4. What comes next?  The future of AI in endoscopy
5. Ethics, liability, and human judgement

2025 What’s New in GI Symposium

Navigating the ’Jagged Edge’ of 
Artificial Intelligence in Gastroenterology



AI terminology can be confusing: 
Numerous techniques and algorithms with overlapping/nested definitions 

Adapted from medium.com/@jainpalak9509
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Generative AI/LLMs

Adapted from medium.com/@jainpalak9509



In medicine, a helpful AI categorization is by application:

Computer Vision VoiceNatural language 

processing
Prediction tools

Drug discovery

Precision medicine

Robotics

Robinson and Atkins 2021
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Algorithms which can interpret/analyze information from images/video



Will AI robots take my job (and/or hunt me down)? 
Examining some AI myths…



Myth #1:
AI is more robust than human intelligence



Cirrhosis Anemia

Kwon et al et al, A deep learning algorithm to detect anaemia with ECGs: a 

retrospective, multicentre study. Lancet, Digital Health 2020
Ahn et al et al, Development of the AI-Cirrhosis-ECG (ACE) Score: An 

electrocardiogram based deep learning model in cirrhosis.  Am J Gastro 2021

Adapted from Eric TopolBanerjee et al: Reading Race: AI Recognizes Patient’s Racial Identity In Medical Images. ArchivX

Race/ethnicity

The truth: AI is simultaneously powerful and fragile
Algorithms predict things that humans can’t.

ACE score = 0.2, Predicted MELD <10
ACE score = 0.8, Predicted MELD > 25



The truth: AI is simultaneously powerful and fragile
Algorithms measure things that humans can’t.

Moving from Mayo Score to Cumulative Disease Score

Stidham et al Gastro 2024



AI predictions may be totally broken by subtle perturbations 

AI system trained at one 

hospital…

…cannot detect a lung 

nodule at the hospital down 

the street

The truth: AI is simultaneously powerful and fragile



Myth #2:
AI is continuously learning/adapting



Truth:  Current medical AI systems do NOT learn continuously/autonomously

In consumer space, many examples of AI which 

continuously learns (e.g. autodriving neural network 

progressively improves w/data from 500k care fleet)

In medicine, FDA only allows ‘locked algorithms’. 

Companies can update v1, v2 etc via “predetermined 

change control plan” approved by FDA.



Myth #3:
The fully robotic colonoscopy is around the corner



Truth: “AI robots” won’t be taking over colonoscopy anytime soon

“Moravec’s Paradox”: AI can outperform the high-level computational abilities of an adult, 

but struggles to achieve the sensorimotor skills of a toddler

Source: Kai-Fu Lee



Myth #4:
ChatGPT is on the verge of ‘superintelligence’



The age of large language models (LLMs)



How do LLMs work?



“Fine-tuning “ = humans 

hired to write examples of 

high-quality answers

How do LLMs work?

Q: What type of boat is the 
man in the image paddling?

A: “The man in the images is 
paddling a kayak.”



“Fine-tuning “ = humans 

hired to write examples of 
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How do LLMs work?

Q: What type of boat is the 
man in the image paddling?

A: “The man in the images is 
paddling a kayak.”



Reinforcement learning:

Get human feedback re: 

responses via “A/B” testing

How do LLMs work?

Q: What type of boat is the 
man in the image paddling?

A: “The man in the images is 
paddling a kayak.”

B: “This person is holding an 
oar and padding a boat,”



How do LLMs work?
LLMs (like ChatGPT) are essentially just trying to predict the next word (or word fragment, aka ‘token’), 
based on data from billions of webpages etc.

“given the text so far, what should the next word be?”



How do LLMs work?

For LLM outputs to seem more natural (less ‘robotic’), some randomness is inserted such that the 2nd, 
3rd, 4th ranked word is chosen instead… 

Key concepts:     1.  LLM outputs are grounded on word probability, not on truth. 
                              2.  Sufficiently large training datasets (Wikipedia etc) can enable text outputs            
                                  that highly resemble a nuanced understanding of complex topics



…LLM "hallucinations" arise, regularly, because: 
(a) they literally don't know the difference between truth and falsehood 
(b) they don't have reliably reasoning processes to guarantee that their inferences 

are correct 
(c) they are incapable of fact-checking their own work. 

-Gary Marcus

Probability and truth are not the same…. hallucinations are the consequence



Incorrect LLM output Source material (Reddit post, 2012)

Searching for truth in all the wrong places….



Incorrect LLM output Source material (The Onion, 2021)

Searching for truth in all the wrong places….



How do we mitigate LLM hallucinations?

1. “Prompt engineering”- guides the model to break down the problem into 
intermediate steps before arriving at a final answer, e.g. the RISEN framework:

– Role: Establish the AIs role: ‘you are an expert medical colleague provide support to a clinical team’

– Instructions: What you want the AI to do: ‘you will review the data and use your expert knowledge to..’

– Steps: Break down task into logical steps: ‘create initial list of diagnoses and then cross-check this against..’

– End goal: Define central objective:  ‘goal is to support clinical team by broadening our diagnostic ideas'

– Narrowing: Set constraints to tailor response: ‘bullet-pointed list with brief explanation for each item’

Adapted from Miao et al 2024



How do we mitigate LLM hallucinations?

2. “Retrieval augmented generation” (RAG): enabling the LLM to use a specific, 
curated knowledge database (e.g. Wikipedia, Cochrane Library, NLM etc) to inform its 
responses, making them more accurate, informative, and contextually relevant.

Source: Jesus Rodriguez 2024

(Or Cochrane Database etc.)



New medical LLM + RAG 
apps are being marketed 
directly to residents and med 
students



My recommendation: OpenEvidence.com (free-to-use, medical LLM/RAG)

www.openevidence.com

http://www.openevidence.com/


My recommendation: OpenEvidence.com (free-to-use, medical LLM/RAG)



Myth #5:
AI is free of bias



Truth: AI can be an amplifier of existing health inequities

Uche-Anya E, Anyane-Yeboa A, Berzin TM, Ghassemi M, May FP. Artificial intelligence in gastroenterology and 

hepatology: how to advance clinical practice while ensuring health equity. Gut. 2022 (Figure adapted from Chen et al)



Returning to endoscopy, where our primary AI application is computer vision

Computer Vision VoiceNatural language 

processing
Prediction tools

Drug discovery

Precision medicine

Robotics

As with most of AI, computer vision is fundamentally a prediction task:
analyzing visual data (images and videos) and generating predictions about 
what is contained within the image



Computer aided polyp detection (CADe)
The first critical AI point solution for GI endoscopy.



The argument for CADe is obvious, and starts with human variability

El Rayhel et al GIE 2022



Several factors contribute to variability in on-screen polyp detection

Visual field                      Processing power           Distraction/fatigue



Source: Mims, MIT tech review

The human visual field is not purpose-built for GI endoscopy

Endoscopist scans image AI ‘sees’ each pixel equally



Serial search task

Find:Find:

Parallel search task

Adapted from Matusda et al PLOSone 2014

Visual search (finding object of interest) operates in two primary modes



Serial search task

Find: Pride and PrejudiceFind: Apple

Parallel search task

Visual search (finding object of interest) operates in two primary modes

Adapted from Cherubini and East, Dig Liv Dis, 2022



CADe makes ‘polyp search’ task easier
Can this (and other AI tools/automation) improve performance and reduce cognitive load?   



Superiority of CADe/AI vs all other polyp detection technologies in improving ADR

Aziz M, et al. J Clinical Gastro 2022



Despite trial data, FDA approval..  adoption of AI polyp detection has been sluggish



Rex, Berzin & Mori, Gastroenterology 2022 

What are the barriers to adoption of AI polyp detection technology?



Rex, Berzin & Mori, Gastroenterology 2022 

What are the barriers to adoption of AI polyp detection technology?

Lack of quality/reporting mandates 

Economic considerations

Tech adoption curve



Rex, Berzin & Mori, Gastroenterology 2022 

What are the barriers to adoption of AI polyp detection technology?

Lack of quality/reporting mandates 

Economic considerations

Tech adoption curve

Polyp detection is only a point solution



Adapted from Paul A David in Power and Prediction (Agrawal, Gans, Goldfarb 2022)

Edison’s electric light bulb, 1879 20 years later….. adoption of electricity at ~3%

The lights didn’t go on in 1879.



The ‘in between times’: after the demonstration of promise and before transformational 
impact. Revolutionary technologies must make a critical leap between offering point solutions 
to enabling new system solutions.

Electricity initially just ‘plugged in’ to existing steam 
factor design = rows of similar machines

Inflection point occurred later, when electricity enables us to 
rethink factory design: the assembly line

Adapted from Power and Prediction (Agrawal, Gans, Goldfarb 2022)



AI point solutions ‘Generalist’ foundation models 

A roadmap for AI in GI endoscopy

AI-integrated platforms

Multimodal

@tberzin



(Source: Dr. Carlos Robles-Medranda and AI Works)(Source: Ebigbo et al Gut 2022)

First, you will see more ‘point solutions’ in GI endoscopy:



Source: Docbot AI

Then, you will see broader, more integrated functionality……



Fries et al. hai.Stanford.edu 2022

The next AI frontier for GI will be focused on addressing a fundamental limitation of current AI tools:
 they are “trapped” in a single-modality (e.g. video/images), while health data is inherently multi-modal



Our current ‘task-specific’ paradigm may be disrupted by foundation models →
generalist medical AI (e.g. ‘a medical copilot’)

Generalist Medical AI (GMAI)
1. A GMAI model can be adapted to 

a new task by describing the task 
in plain English

2. GMAI models can accept inputs 
and produce outputs using 
varying combinations of data 
modalities 

3. GMAI models can use medically 
accurate language to explain their 
outputs

(foundation model definition: any model that is trained on broad data, generally using self-supervision at 
scale, that can be adapted (e.g., fine-tuned) to a wide range of downstream tasks)



Generalist Medical AI (GMAI) as GI endoscopy co-pilot

Contextual data in EHR including history of 
endovascular aortic aneurysm repair

In augmented procedures, a rare outlier finding is explained with 
step-by-step reasoning by leveraging medical domain knowledge

Adapted by T. Berzin from Moor et al Nature 2023



Generalist Medical AI (GMAI) as GI endoscopy co-pilot

Contextual data in EHR including history of 
endovascular aortic aneurysm repair

In augmented procedures, a rare outlier finding is explained with 
step-by-step reasoning by leveraging medical domain knowledge

Adapted by T. Berzin from Moor et al Nature 2023

Generalist Medical AI: multimodal & broadly-capable, but:
→ potentially less predictable
→ much harder to evaluate/study/regulate



What ethical and legal issues should we anticipate as AI use accelerates in GI?

Data ownership and privacy Automation and liability



AI innovation requires patient data: how do we balance privacy and progress?



Should patients have a voice in how their data is mined in this new digital +AI era?



“HIPAA doesn’t require patient consent to de-identify data and sell it…. it is 
expressly permitted by HIPAA. You don’t need to even mention it to a patient.”

Source: https://www.statnews.com/2025/01/16/health-ai-electronic-health-records-hipaa-deidentified-data-market/



How does physician behavior (& potential liability) change as AI automation increases?



What happened to airline 
pilots when autopilot 
became the norm?

• Autopilot handled repetitive/tedious tasks 
and routine flight

• Pilot’s responsibility shifts towards higher 
complexity considerations (recognizing edge 
cases, engaging common sense vs. faulty 
data readings)

• New model requires higher skill from 
human to understand and oversee complex 
interactions between tech and task

• Less focus on managing the stabilizer and 
more on the managing the system



How to think about the role of AI in clinical care: predictions vs. judgment 

Anatomy of a task (e.g. a medical decision)



AI will provide predictions more accurately and faster than humans.  

In medicine, prediction and judgment will be decoupled.



The ‘jagged frontier’ of AI capabilities



The ‘jagged frontier’ of AI capabilities

Source: Prof Ethan Mollick:  https://www.oneusefulthing.org/p/centaurs-and-cyborgs-on-the-jagged

“AI is weird. No one actually knows the full 
range of capabilities... no one really knows the 
best ways to use [LLMs], or the conditions 
under which they fail. 
There is no instruction manual. 
On some tasks AI is immensely powerful, and 
on others it fails completely or subtly. 
And… you won’t know which is which.”

-Ethan Mollick





Slide bin



>900 FDA approved AI tools-  most are incremental, ‘work-flow’ efficiencies

Benjamens et al NPJ 2020



Many, many AI-powered radiology workflow tools 

Triage and notification software Accelerated image acquisition protocols



The AI implementation gap between GI and radiology is a workflow solution gap

Randomized clinical trials in AI/ML by medical specialty

Plana et al JAMA Netw Open 2022

Current Distribution of FDA Cleared AI-Enabled 
Medical Devices Across Disciplines:

Source: Austin Barr
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